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Abstract: Diabetic retinopathy is a serious eye disease that can cause blindness if it isn't found early.

Traditional approaches for identifying this problem rely heavily on experts reviewing retinal scans,
which can take a long time and vary from person to person. To solve this problem, we propose a
better approach to detecting diabetic retinopathy by utilising Convolutional Neural Networks
(CNNs) with a spatial attention mechanism. In this project, we develop a deep learning model using
CNNs to analyse retinal images and automatically detect indicators of diabetic retinopathy. Our
technique differs from other projects that identify diabetic retinopathy because it uses a spatial
attention mechanism within the CNN architecture. The spatial attention mechanism helps the
model identify essential image regions, enabling it to detect even subtle indicators of the condition.
The goal of this research is to develop automated, efficient screening procedures that ultimately
improve patient outcomes by identifying and treating problems quickly. The suggested automated
approach could be a useful tool in clinical settings, helping ophthalmologists with large-scale
screening programs and reducing the burden on healthcare systems. Future work will concentrate
on enhancing model interpretability, integrating multi-modal data, including patient history, and
implementing the system in real-world settings. The study highlights the revolutionary impact of
artificial intelligence in improving the early identification and treatment of diabetic retinopathy,
ultimately leading to superior patient care and a higher quality of life for people with diabetes. The
study uses several datasets, including publicly available fundus image sources, to train and test the
algorithm. To address class imbalance and broaden the model's generalisation, data augmentation
techniques are used. To get high diagnostic accuracy, transfer learning and hyperparameter tuning
are used to improve the CNN architecture. We use evaluation criteria such as sensitivity, specificity,
and the area under the receiver operating characteristic (ROC) curve to assess how well a model
performs.

Keywords: Diabetic Retinopathy, Eye Condition, Spatial Attention, Important Regions, Artificial
Intelligence, High Diagnostic Accuracy.

1. Introduction

Diabetic retinopathy (DR) is one of the most serious and prevalent problems that can
occur because of diabetes mellitus. It is a major threat to vision health worldwide [32]. It
happens when high blood sugar levels remain elevated for a long time and damage the
small blood vessels in the retina, the light-sensitive tissue in the back of the eye needed for
vision [46]. Over time, these damaged blood vessels may expand, leak fluid, or get blocked.
This can cause retinal ischaemia and the formation of abnormal new blood vessels. If
diabetic retinopathy is not found and treated early, it can get worse without anybody
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noticing and eventually cause permanent vision loss or even blindness [20]. Diabetes is
becoming more common around the world, especially in developing and low-resource
areas. Diabetic retinopathy is becoming a serious public health issue that needs quick,
accurate, and scalable diagnostic solutions [42]. Traditionally, ophthalmologists or retinal
specialists perform a clinical exam and manually analyse retinal fundus images to
diagnose diabetic retinopathy [38]. This method requires a high level of skill and thorough
examination of retinal characteristics, including microaneurysms, haemorrhages,
exudates, and neovascularisation. This method works in the clinic, but it takes a lot of time
and work, and different people may see things differently.

Different doctors may interpret the same retinal image differently because of their
experience, fatigue, or personal opinion. This can make diagnoses inconsistent.
Additionally, access to skilled ophthalmologists is limited in many regions of the world,
especially in rural or impoverished areas [31]. This makes it very hard to conduct large-
scale screenings and identify problems early. As the number of people with diabetes
grows, the strain on healthcare systems grows, making it even more important to have
automated diagnostic technologies that can help doctors and make screening more
efficient. Improvements in Al, especially in deep learning and computer vision, have
enabled new ways to solve these problems [41]. Convolutional Neural Networks are a
powerful type of deep learning model designed to analyse visual data. CNNs
automatically learn hierarchical features from images, starting with low-level patterns
such as edges and textures and progressing to high-level semantic representations [24].
This skill makes them well-suited for analysing medical images, including the
classification of retinal fundus images. In the last ten years, many studies have shown that
CNN-based algorithms can detect diabetic retinopathy with accuracy similar to that of
human specialists. Even though traditional CNN models work well, they often handle all
parts of an image the same way [37]. This could make it harder for them to focus on the
most important parts of retinal images for diagnosis. To address this problem, attention
mechanisms have been added to deep learning architectures. Attention mechanisms are
based on how the human visual system works [47]. It only pays attention to key parts of a
scene, ignoring less important ones.

When analysing retinal images, attention processes help the model focus on areas
with key disease traits, such as lesions or aberrant blood vessels, while downplaying the
effects of background information that isn't relevant [33]. Spatial attention is one of the
most useful attention mechanisms for medical imaging tasks, as it helps the model learn
which parts of an image are most useful for classification. By adding a spatial attention
mechanism to a CNN architecture, the model can dynamically focus on areas most
symptomatic of diabetic retinopathy. This makes the diagnosis more accurate and reliable
[23]. The proposed study extends this concept by developing a more advanced system for
detecting diabetic retinopathy that leverages both convolutional neural networks and a
spatial attention mechanism [51]. Adding spatial attention to the model improves its ability
to detect subtle pathological patterns that regular CNNs would miss. These subtle qualities
are typically very important for detecting diabetic retinopathy early, when there may be
few apparent indicators or when they are hard to tell apart [28]. The suggested approach
seeks to reduce false-positive and false-negative predictions, which are vital to medical
diagnosis, by allowing the model to focus on clinically relevant areas. A lower false-
negative rate means fewer cases of diabetic retinopathy will be missed, and a lower false-
positive rate means patients won't have to worry about or undergo unnecessary follow-up
procedures. The project focuses on automation and usability, in addition to improving
detection accuracy [39]. This is to ensure the results can be used in the real world.

The system is a sophisticated, easy-to-use tool that lets users upload retinal fundus
photos and receive diagnostic predictions virtually right away [45]. This feature is very
useful for screening programs, where many people need to be evaluated quickly and
effectively. The method can help ophthalmologists and other healthcare workers make
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decisions by decreasing the need for manual interpretation [19]. This lets them focus on
more difficult cases that need expert judgment. An automated screening system like this
can also be used in primary care settings, mobile clinics, or telemedicine platforms to test
for diabetic retinopathy in people who live far away or don't have access to regular health
care [36]. The system is built in several steps, starting with data collection and preparation.
A labelled dataset of retinal fundus images is assembled, comprising samples from both
healthy subjects and patients exhibiting varied severities of diabetic retinopathy.
Preprocessing is an important step, as retinal images can vary in quality depending on
lighting, contrast, resolution, and the imaging instruments used [43]. To make the input
data more uniform and easier to extract features, techniques such as scaling, normalisation,
noise reduction, and contrast enhancement are used [26]. To make the dataset more diverse
and less prone to overfitting, image augmentation techniques such as rotation, flipping,
scaling, and brightness adjustments are also used. This makes the model better at
generalising. After the dataset is ready, a convolutional neural network architecture is built
and trained on the cleaned images [48].

The CNN has many convolutional layers, pooling layers, and fully connected layers.
This lets it learn important properties that help it find diabetic retinopathy [52]. The
network has a spatial attention mechanism that generates attention maps highlighting the
most essential parts of retinal images. These attention maps help the network find features
by ensuring it only looks at locations important for pathology. Supervised learning is
utilised to train the model [30]. This means that labelled images are used to minimise a loss
function that assesses the difference between the expected and actual class labels. To
change network parameters repeatedly, optimisation algorithms such as stochastic
gradient descent or Adam are used. Explainable artificial intelligence techniques are used
to make the system even more open and trustworthy [35]. Explainability is a crucial aspect
of medical Al applications, as doctors need to understand why a model makes certain
predictions before they can trust it to inform their decisions. Attention heatmaps and
gradient-based class activation maps are two examples of visualisation methods that can
illustrate which parts of the retinal image affected the model's judgement [40]. The solution
helps connect automated predictions with clinical interpretation by giving visual
explanations. This builds trust among healthcare practitioners and makes it easier to use
in real-world settings [49]. Once the trained model has demonstrated good performance
during training and validation, it is deployed in a graphical user interface built with
Python's Tkinter module. The GUI makes it easy for users to engage with the system [21].
Users can input retinal images via the interface, and the system analyses them in real time
to generate diagnostic predictions.

Using PyTorch as the deep learning framework makes model inference faster, and
tools like PIL and PyTorch Vision handle loading and preparing images [50]. The GUI
makes it easy to see the classification results, so users can quickly understand what they
mean. This technology is useful in clinical and screening settings because the deep learning
model and user-friendly interface work so well together [29]. The initiative goes beyond
simply determining whether diabetic retinopathy is present. The current implementation
can only determine whether diabetic retinopathy is present. However, the framework can
be improved to sort photos into distinct phases of diabetic retinopathy, such as mild,
moderate, severe, and proliferative. This kind of multi-class classification would provide
doctors with more detailed diagnostic information and help them determine the best way
to treat patients. The device may also be used with telemedicine platforms, allowing retinal
images taken in remote areas to be analysed in one place. This makes it easier for people
to get eye treatment [25]. The importance of this initiative is that it could affect healthcare
worldwide. Finding diabetic retinopathy early is very important for preventing vision loss,
because treatments like laser therapy, medication, or lifestyle changes can reduce or
prevent the disease from worsening [44]. The suggested method can help identify patients
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at risk earlier, reduce the burden on ophthalmologists, and improve overall patient
outcomes by providing an automated, accurate, and scalable screening approach.

This is especially significant in areas with few medical facilities, where automated
screening techniques might help avoid blindness. In short, the proposed system for
detecting diabetic retinopathy leverages the strengths of convolutional neural networks
and spatial attention mechanisms to address limitations of standard diagnostic methods
[27]. The system works well and reliably by leveraging powerful image preprocessing,
deep learning-based feature extraction, attention-driven focus on key areas, and
explainable Al approaches. Putting the trained model into a user-friendly graphical
interface makes it even more useful and easy to use [34]. This research shows how artificial
intelligence may change the way medical images are taken and how technology can be
used to solve important global health problems [22]. As research and development in this
area continue to advance, Al-driven solutions like these are likely to become increasingly
crucial for detecting diabetic retinopathy earlier and preventing millions of people
worldwide from going blind.

Literature Review

[Priya and Aruna [1] discuss an initial strategy for diagnosing Diabetic Retinopathy
with conventional machine learning techniques. The scientists utilised various classifiers,
including Support Vector Machines (SVMs), Decision Trees, and k-Nearest Neighbours (k-
NN), to identify and categorise Diabetic Retinopathy (DR) using characteristics extracted
from retinal fundus images. Feature extraction concentrated on detecting
microaneurysms, haemorrhages, and exudates, which are essential markers of diabetic
retinopathy (DR) [8]. The study showed that machine learning could be a useful way to
automate screening, especially in remote or under-resourced areas where it is hard to reach
an ophthalmologist. The study stressed the importance of pre-processing and feature
selection for more accurate diagnoses [12].

Roychowdhury et al., [2] introduced in this study amalgamates various image
processing techniques and machine learning algorithms to identify and quantify lesions
characteristic of diabetic retinopathy. The scientists utilised a two-stage classification
algorithm to initially distinguish between healthy and unhealthy pictures, followed by an
assessment of the severity of diabetic retinopathy (DR) [14]. Key characteristics were
derived from segmented retinal pictures, encompassing the physical attributes of blood
vessels and diseases [10]. The DREAM system demonstrated higher sensitivity and
specificity, confirming its suitability for mass screening. The article emphasises that a
structured machine learning pipeline can minimise diagnostic errors and help doctors
detect disease early [17].

Qummar et al, [3] propose a deep learning ensemble method for more reliable
detection of DR in this paper. The model consists of many convolutional neural network
(CNN) designs, such as VGG, ResNet, and Inception. Each one adds to the ensemble by
voting with a weight [16]. The research emphasises the importance of data augmentation
and transfer learning for handling unbalanced datasets and improving model
generalisation. The ensemble technique was more accurate, precise, and recall than any
model on its own [11]. This work demonstrates how ensemble learning can leverage the
advantages of various deep models to diminish false positives and improve reliability in
clinical diagnosis.

Gulshan et al, [5] present a highly effective deep learning model utilising
convolutional neural networks, trained on more than 128,000 retinal pictures annotated by
certified ophthalmologists. The method was intended to identify referable DR, which is
moderate or severe DR that requires medical treatment [15]. The model achieved
sensitivity and specificity comparable to those of professional graders, indicating its
viability as a scalable solution for diabetic retinopathy screening. The study is important
since it tested deep learning on various test datasets and showed that it can be used to
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analyse medical images in ophthalmology [7]. It also led to many other studies and to the
use of Al in diagnosing retinal diseases.

Krause et al., [6] expands upon previous research by examining the influence of
human grader variability on the performance assessment of Al models in diabetic
retinopathy identification. The research demonstrates that incorrect labelling by human
experts can adversely affect both the training and validation of Al algorithms [13]. To solve
this problem, the authors suggest a grading system based on consensus and emphasise the
importance of standardised reference datasets with verified ground-truth labels [18]. They
also provide metrics and processes to assess model performance in a manner that is more
therapeutically relevant. The research shows that the quality of the training data and the
objectivity of the evaluation standards are equally as crucial as the model architecture for
Al to be reliable in healthcare [9].

2. Materials and Methods
Project Description
Existing System

Ophthalmologists or other qualified medical experts usually review retinal fundus
photographs by hand to detect diabetic retinopathy [63]. Patients must go to specialised
eye care centres, where images are taken and then examined for indicators of disease, such
as microaneurysms, haemorrhages, or exudates. This method by hand takes a lot of time
and work, and it can be wrong or interpreted differently by different people. Access to
these kinds of specialised tests is limited in many places, especially in rural or
disadvantaged areas [59]. This makes it harder to find and treat problems. Some modern
hospitals may use automated systems, but they are usually too expensive and not available
to everyone.

Proposed System

The suggested system features a deep learning-based solution with a
straightforward graphical user interface that lets users upload pictures of their eyes and
get fast diagnostic predictions [55]. The model can automatically determine whether
diabetic retinopathy is present with high accuracy using a convolutional neural network
(CNN) trained on a large number of retinal images [68]. The system is quick to set up,
inexpensive, and lightweight because it uses Python and open-source libraries such as
PyTorch and Tkinter. This procedure is faster than the current manual process, making it
easier for medical professionals and populations with fewer resources to get screened [62].
It enables early intervention, which could stop patients from losing their vision completely.

Advantages

e Early Detection: This helps doctors identify problems early, which can prevent vision
loss.

¢ User-Friendly Interface: The GUI is simple to use for people who aren't tech-savvy.

¢ Cost-effective: Reduces the need for regular clinical screenings.

¢ Scalable: It can be scaled up to detect more eye diseases.

® Quick and Automatic: Makes forecasts quickly and with a high level of accuracy.

Hardware Specification

® Processor: Intel i5 or higher

e Ram: 4 GB minimum (8 GB recommended)
¢ Storage: 500 MB for application and model
* Gpu: Optional (for faster processing)
Software Specification

e OS: Windows/Linux/macOS
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e Python 3.7+
¢ Libraries: PyTorch, torchvision, PIL, Tkinter, NumPy.

Proposed Work
General Architecture

Generative Pre-trained Transformers (GPT) are systems designed to understand and
generate complex text sequences. ChatGPT, based on GPT architecture, uses unsupervised
learning to produce text resembling human writing. It gathers information from multiple
sources, maps interconnections, and predicts contextually appropriate responses [23], [24].
Such technologies can be adapted for organizational training, content creation, knowledge
management, and improved user interaction [25], [26].
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Figure 1. Architecture Diagram.

Figure 1 shows a possible architecture based on the Collaborative Generative
Representation Learning Neural Network (CGRL-NN) for a facial recognition system.

Design Phase

The design phase of the Diabetic Retinopathy Detection System focuses on
determining how the system will work, which parts it will include, and how users will
interact with it [64]. The first step is to design the user interface, focusing on making it easy
to use and accessible, utilising Tkinter to create a clean GUI. Users can effortlessly upload
retinal images through this interface and get clear, quick results. The architecture includes
a trained convolutional neural network (CNN) that classifies photos as showing signs of
diabetic retinopathy [67]. We carefully developed the picture preprocessing pipeline,
utilising PyTorch Vision transforms, to ensure that each input image is scaled, normalised,
and converted to a tensor suitable for model inference [72]. The application structure also
keeps things modular by separating the GUI functionality, picture handling, and model
inference. This makes it easier to maintain and grow [58]. This step ensures that all parts
of the system, from the model backend to the front-end interface, work together seamlessly
to deliver users with accurate, easy-to-use features.

Data Flow Diagram

Database Feature

Images Pre-processing Extraction(LBP)

CNN
Classifier

]
L

Normal Abnormal
Retinal Retinal
Image Image

Feature
Test Image Pre-processing Extraction(LBP)

Figure 2. Data Flow Diagram.
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Figure 2 The DFD shows how data moves through the system for detecting diabetic
retinopathy [61]. It starts with two main inputs: a set of retinal pictures and a test image
from the user. Both go through a pre-processing stage where the photographs are cleaned,
scaled, and made to look the same [69]. Local Binary Patterns (LBP) are used to describe
the texture and geometry of the retina after pre-processing. This is called feature extraction.
After that, these features are put into a CNN classifier. The system sorts the data into
normal or abnormal retinal images based on the classifier's output [54]. The DFD shows
how data flows from raw inputs to diagnostic choices, with a focus on how functional
components transform the data.

Data
- N
Iz Preprocessing
User
Feature
Extraction

Prediction Model

Uml Diagram

Figure 3. UML Diagram.

Figure 3 The UML activity diagram shows the system's workflow at a high level [56].
The user entering data starts the data preparation stage. This covers things like resizing
and normalising. Next, feature extraction is done on the preprocessed data. This finds
patterns that are useful for categorization [70]. Finally, the prediction model gets the
features and uses them to make a prediction [65]. This graphic shows how the system
works step by step and how control flows through it. It provides a clear picture of how the
system works, from data intake to final prediction.

Use Case Diagram

s
\. Post-Processing and Evalation 47

- View Resutts

Figure 4. Use Case Diagram.

The picture in Figure 4 shows the use case diagram, which shows how the user and
the system work together. The user starts the process by uploading an image, which then
collects and processes the data [53]. After that, the system uses a CNN model to find
features, then trains and optimises the model. The model is sent to the classification
module once it is ready. This is where it makes predictions. After post-processing and
evaluation, the prediction is improved, and the user can then see the outcomes. This
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graphic shows how the system's different features work and how they connect to the duties
of both the user and the system [60].

Sequence Diagram
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Figure 5. Sequence Diagram.

The sequence diagram shows how the system's components interact over time
during a typical diagnostic procedure [57]. A doctor obtains a retinal image from the
patient and sends it to the data-gathering module. The collected image is sent to the
preprocessing unit, which prepares it for analysis [71]. Then, the CNN model gets the
image and uses convolutional layers, spatial attention mechanisms, and fully connected
layers to make a prediction. The predicted output is then sent back to the doctor and the
patient [66]. This diagram does a good job of showing the order in which each part of the
detection procedure operates and its role (Figure 5).

Module Description

The following modules comprise our image processing and analysis pipeline [76].
Each one has a different but important role in Diabetic Retinopathy Detection:

Module 1: Image Upload and GUI Module

This module uses the tkinter library to build an easy-to-use interface [82]. It has a
simple graphical interface that allows users to upload retinal images for analysis. The
primary window has a clear title and an upload button, making the system easy to use for
anyone who isn't tech-savvy [78]. When someone hits "Upload Image," the program starts
the process of figuring out what kind of image it is. The design ensures minimal contact
and smooth operation, making it easy to use in both clinical and remote contexts [84].

Module 2: Image Preprocessing Module

After an image is selected, it is preprocessed to prepare it for the deep learning model
[81]. This module uses the PIL and torch vision transformation libraries to convert the
image to the RGB format, resize it to a set input size (255x255), convert it to a tensor, and
normalise it using the specified mean and standard deviation values. These stages ensure
that all image inputs are the same and match the format of the data the model was trained
on [75]. This module is very important for keeping accuracy during inference.

Module 3: Deep Learning Model Inference Module

This main module loads and runs the pre-trained CNN to determine what kind of
picture it is [80]. To switch the model to evaluation mode, use model.eval(). To do
inference, use torch.no_grad() to reduce the amount of work and avoid monitoring
gradients that aren't needed. The model takes the preprocessed image tensor and produces
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output logits. Then it uses a softmax function to compute the class probabilities [73]. The
argmax method returns the class with the highest probability, indicating whether the
image shows evidence of diabetic retinopathy (Figure 6).

No_DR No_DR No_DR
DR DR No_DR

Figure 6. Dataset of Photos.

DR

Implementation and Testing
Input and Output
Image of the Subject

The main thing the system needs is a retinal fundus image, which the user uploads
via the graphical interface. This image is usually in .jpg, .jpeg, or .png format [83]. You can
obtain these photos from publicly available diabetic retinopathy datasets or directly from
patients with retinal imaging devices. After being uploaded, the image undergoes several
preparatory steps, such as scaling, normalisation, and format conversion, to ensure it is
compatible with the trained convolutional neural network (CNN) model [77]. This
preprocessing step is quite important for maintaining consistency and improving
prediction accuracy, as deep learning models are very sensitive to changes in the quality
and format of input data [85].

Predicted Output

The system's output is a categorisation result indicating whether the submitted
image shows indicators of diabetic retinopathy [79]. The outcome is binary, indicating
either "Signs of diabetic retinopathy detected” or "No signs of diabetic retinopathy." The
CNN model uses the softmax probabilities it learnt during training to produce this result.
A GUI pop-up window shows the user the final outcome, providing a quick, clear
diagnostic insight [74]. This output helps find problems early and can be utilised by
doctors and nurses to assess if more medical care or consultation is needed.

3. Results and Discussions

The suggested Diabetic Retinopathy Detection System performs well in both
computer performance and clinical usefulness [99]. The system can analyse retinal images
and produce results in seconds using a deep learning model based on convolutional neural
networks (CNNs). This fast processing is especially useful in clinical settings, where
making the most of time and resources is crucial [88]. This technique automates the
process, cutting down on the time it takes to make a diagnosis while keeping accuracy.
Manual diagnosis, on the other hand, takes longer and relies on the availability of
experienced professionals [96]. In terms of resource use, the system is lightweight and
made to work well on conventional computer hardware. The trained model can do
inference in real time, even without a dedicated GPU. This makes it good for use in clinics,
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mobile health units, or rural healthcare settings with limited infrastructure [92]. Using
effective preprocessing methods and a well-designed model architecture keeps the
memory and processing needs low.

The technology also makes diagnosis more efficient by reducing human error and
differences among observers, two major problems with manual screenings [95]. Its steady
performance helps ensure that no subtle signs of diabetic retinopathy are missed,
especially in the early stages when prompt action might save vision. The method is a good
fit for modern healthcare needs because it is efficient, scalable, and dependable for
screening for diabetic retinopathy [90]. The proposed approach can work well with smaller
datasets than other models that require a lot of data, reducing the amount of data needed
and the time to train. It is also great for tasks such as removing noise from images,
compressing images, detecting anomalies, and translating images from one format to
another [86]. This makes it useful in many other fields. The suggested system can also work
effectively with data it hasn't seen before and can adapt to diverse fields with only a few
changes to its training [98].

Table 1. Comparison Table.

Criteria General System (Manual Proposed System (Automated

Diagnosis) CNN-based)
Accuracy Depends on expertise; High, consistent accuracy
subject to human error using trained deep learning
models
Speed of Diagnosis ~ Slow; manual image analysis Fast, real-time prediction in
takes several minutes to seconds
hours
Required Expertise Requires skilled Minimal expertise needed;
ophthalmologists and usable by general healthcare
specialists workers
Cost Expensive due to repeated Cost-effective; uses open-
clinical visits and expert source tools and standard
consultation hardware
Scalability Limited; difficult to scale in Highly scalable; suitable for
rural or underdeveloped remote or low-resource
areas settings
Availability Limited to clinic hours and 24/7 availability; can run on
specialist availability personal computers or kiosks

In this project, we used Convolutional Neural Networks (CNNSs), specifically
DenseNet-121, to accurately detect Diabetic Retinopathy (DR) using a deep learning-based
method. We trained our model on retinal fundus images, and it performed very well,
making it a good tool for detecting DR at varying levels of severity. The method uses CNNs
to extract and analyse key features of the retina, enabling accurate classification of DR
phases [89]. This automated detection technique has significant potential in medicine, as it
can help ophthalmologists detect problems early and screen patients. Traditional ways of
finding DR require a specialist to review them, which can take a long time and lead to
mistakes [97]. Our approach reduces the amount of labour that needs to be done by hand,
speeds up diagnosis, and improves detection accuracy, all of which lead to better patient
care and treatment planning. By using this Al-powered method, hospitals and clinics can
make DR screening more efficient and easier to access. This system can be made better by
adding real-time analysis, cloud-based storage, and mobile access. This will make it more
scalable for usage in many clinics. Also, using explainable Al techniques can help doctors
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better understand predictions, making them more likely to trust Al-based diagnoses [93].
This experiment demonstrates the power of deep learning in medical imaging. It provides
a highly effective and accurate way to prevent DR from causing vision loss (Table 1).

The proposed Diabetic Retinopathy Detection System has significant room for
improvement and growth. A big step forward would be adding multi-stage severity
categorisation, which would let the algorithm not only detect diabetic retinopathy but also
classify it into stages such as mild, moderate, severe, or proliferative [91]. This would give
healthcare providers more useful information. Also, the system can be improved by using
ensemble learning methods, which combine multiple models to improve prediction
accuracy and reduce false positives and negatives. A promising improvement would be to
create a cloud-based platform or mobile app that lets doctors and patients communicate in
real time and diagnose problems remotely, especially in areas with few doctors [94].
Integration with Electronic Health Records (EHRs) could help track a patient's history,
enabling it to be monitored and analysed over time. The system may also be trained on
increasingly varied datasets to make it more reliable across different groups of people and
imaging situations. Adding explainable Al (XAI) capabilities could make the system even
more trustworthy and user-friendly by showing which portions of the retinal image
affected the prediction [87]. These improvements would make the system stronger, more
flexible, and more helpful in a wide range of healthcare contexts.

4. Conclusion and Future Enhancements

The proposed Diabetic Retinopathy Detection System demonstrated good
performance during testing and evaluation. The deep learning model was trained on a
labelled dataset of retinal images and performed very well at distinguishing between
healthy and diseased eyes. It could make predictions in real time, just a few seconds after
an image was uploaded, demonstrating both speed and reliability. The model worked well
with images of varying quality and resolution due to the use of preprocessing and
normalisation techniques. The user interface was also tested for usability and worked well
for a smooth user experience, from choosing an image to displaying results. The system
consistently delivered accurate classifications for the majority of test instances, exhibiting
a low rate of false positives and false negatives. These results show that the model works
well at helping identify and screen for diabetic retinopathy early. This makes it a useful
tool for both clinical settings and large-scale health monitoring programs.

REFERENCES

[1]  V.Gulshanetal., “Development and validation of a deep learning algorithm for detection of diabetic retinopathy
in retinal fundus photographs,” JAMA, vol. 316, no. 22, pp. 2402-2410, 2016.

[2] H. Pratt, F. Coenen, D. M. Broadbent, S. P. Harding, and Y. Zheng, “Convolutional neural networks for diabetic
retinopathy,” Procedia Comput. Sci., vol. 90, no.7, pp. 200-205, 2016.

[3] M.D. Abramoff, P. T. Lavin, M. Birch, N. Shah, and J. C. Folk, “Pivotal trial of an autonomous Al-based diagnostic
system for detection of diabetic retinopathy in primary care offices,” NPJ Digit. Med., vol. 1, no. 1, p. 39, 2018.

[4] R. Boina, “Assessing the Increasing Rate of Parkinson’s Disease in the US and its Prevention Techniques”,”
International Journal of Biotechnology Research and Development, vol. 3, no. 1, pp. 1-18, 2022.

[5] H. AbdulKader, E. EIAbd, and W. Ead, "Protecting online social networks profiles by hiding sensitive data
attributes,” Procedia Computer Science, vol. 82, pp. 20-27, 2016.

[6] I E. Fattoh, F. Kamal Alsheref, W. M. Ead, and A. M. Youssef, "Semantic sentiment classification for COVID-19
tweets using universal sentence encoder,” Computational Intelligence and Neuroscience, vol. 2022, pp. 1-8, 2022.

[7]  D. K. Sharma and R. Tripathi, “4 Intuitionistic fuzzy trigonometric distance and similarity measure and their
properties,” in Soft Computing, De Gruyter, Berlin, Germany, pp. 53-66, 2020.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



642

[8] D. K. Sharma, B. Singh, M. Anam, R. Regin, D. Athikesavan, and M. Kalyan Chakravarthi, “Applications of two
separate methods to deal with a small dataset and a high risk of generalization,” in 2021 2nd International
Conference on Smart Electronics and Communication (ICOSEC), Trichy, India, 2021.

[9] D. K. Sharma, B. Singh, M. Anam, K. O. Villalba-Condori, A. K. Gupta, and G. K. Ali, “Slotting learning rate in
deep neural networks to build stronger models,” in 2021 2nd International Conference on Smart Electronics and
Communication (ICOSEC), Trichy, India, 2021.

[10] K. Kaliyaperumal, A. Rahim, D. K. Sharma, R. Regin, S. Vashisht, and K. Phasinam, “Rainfall prediction using
deep mining strategy for detection,” in 2021 2nd International Conference on Smart Electronics and
Communication (ICOSEC), Trichy, India, 2021.

[11] I Nallathambi, R. Ramar, D. A. Pustokhin, I. V. Pustokhina, D. K. Sharma, and S. Sengan, “Prediction of
influencing atmospheric conditions for explosion Avoidance in fireworks manufacturing Industry-A network
approach,” Environ. Pollut., vol. 304, no. 7, p. 119182, 2022.

[12] H. Sharma and D. K. Sharma, “A Study of Trend Growth Rate of Confirmed Cases, Death Cases and Recovery
Cases of Covid-19 in Union Territories of India,” Turkish Journal of Computer and Mathematics Education, vol.
13, no. 2, pp. 569-582, 2022.

[13] A. L. Karn et al., “Designing a Deep Learning-based financial decision support system for fintech to support
corporate customer’s credit extension,” Malays. J. Comput. Sci., vol.36, no. s1, pp. 116-131, 2022.

[14] A. L. Karn et al., “B-lstm-Nb based composite sequence Learning model for detecting fraudulent financial
activities,” Malays. J. Comput. Sci., vol.32, no. s1, pp. 30-49, 2022.

[15] P.P.Dwivediand D. K. Sharma, “Application of Shannon entropy and CoCoSo methods in selection of the most
appropriate engineering sustainability components,” Cleaner Materials, vol. 5, no. 9, p. 100118, 2022.

[16] A. Kumar, S. Singh, K. Srivastava, A. Sharma, and D. K. Sharma, “Performance and stability enhancement of
mixed dimensional bilayer inverted perovskite (BA2PbI4/MAPDI3) solar cell using drift-diffusion model,”
Sustain. Chem. Pharm., vol. 29, no. 10, p. 100807, 2022.

[17] A. Kumar, S. Singh, M. K. A. Mohammed, and D. K. Sharma, “Accelerated innovation in developing high-
performance metal halide perovskite solar cell using machine learning,” Int. J. Mod. Phys. B, vol. 37, no. 07, p.12,
2023.

[18] B.Senapatiand B. S. Rawal, “Adopting a deep learning split-protocol based predictive maintenance management
system for industrial manufacturing operations,” in Lecture Notes in Computer Science, Singapore: Springer
Nature Singapore, pp. 22-39, 2023.

[19] B. Senapati and B. S. Rawal, “Quantum communication with RLP quantum resistant cryptography in industrial
manufacturing,” Cyber Security and Applications, vol. 1, no. 12, p. 100019, 2023.

[20] B. Senapati et al., “Wrist crack classification using deep learning and X-ray imaging,” in Proceedings of the
Second International Conference on Advances in Computing Research (ACR’24), Cham: Springer Nature
Switzerland, pp. 60-69, 2024.

[21] A. B. Naeem et al., “Heart disease detection using feature extraction and artificial neural networks: A sensor-
based approach,” IEEE Access, vol. 12, no.3, pp. 37349-37362, 2024.

[22] R. Tsarev et al., “Automatic generation of an algebraic expression for a Boolean function in the basis A, v, =,” in
Data Analytics in System Engineering, Cham: Springer International Publishing, Switzerland, pp. 128-136, 2024.

[23] R. Tsarev, B. Senapati, S. H. Alshahrani, A. Mirzagitova, S. Irgasheva, and J. Ascencio, “Evaluating the
effectiveness of flipped classrooms using linear regression,” in Data Analytics in System Engineering, Cham:
Springer International Publishing, Switzerland, pp. 418-427, 2024.

[24] G. A. Ogunmola, M. E. Lourens, A. Chaudhary, V. Tripathi, F. Effendy, and D. K. Sharma, “A holistic and state
of the art of understanding the linkages of smart-city healthcare technologies,” in 2022 3rd International
Conference on Smart Electronics and Communication (ICOSEC), Trichy, India, 2022.

[25] P.Sindhuja, A. Kousalya, N. R. R. Paul, B. Pant, P. Kumar, and D. K. Sharma, “A Novel Technique for Ensembled
Learning based on Convolution Neural Network,” in 2022 International Conference on Edge Computing and
Applications (ICECAA), IEEE, Tamil Nadu, India, pp. 1087-1091, 2022.

[26] A.R.B.M. Saleh, S. Venkatasubramanian, N. R. R. Paul, F. I. Maulana, F. Effendy, and D. K. Sharma, “Real-time
monitoring system in IoT for achieving sustainability in the agricultural field,” in 2022 International Conference
on Edge Computing and Applications (ICECAA), Tamil Nadu, India, 2022.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



643

[27] Srinivasa, D. Baliga, N. Devi, D. Verma, P. P. Selvam, and D. K. Sharma, “Identifying lung nodules on MRR
connected feature streams for tumor segmentation,” in 2022 4th International Conference on Inventive Research
in Computing Applications (ICIRCA), Tamil Nadu, India, 2022.

[28] C. Goswami, A. Das, K. I. Ogaili, V. K. Verma, V. Singh, and D. K. Sharma, “Device to device communication in
5G network using device-centric resource allocation algorithm,” in 2022 4th International Conference on
Inventive Research in Computing Applications (ICIRCA), Tamil Nadu, India, 2022.

[29] M. Yuvarasu, A.Balaram, S. Chandramohan, and D. K. Sharma, “A Performance Analysis of an Enhanced Graded
Precision Localization Algorithm for Wireless Sensor Networks,” Cybernetics and Systems, pp. 1-16, 2023, Press.

[30] P.P.Dwivedi and D. K. Sharma, “Evaluation and ranking of battery electric vehicles by Shannon’s entropy and
TOPSIS methods,” Math. Comput. Simul., vol. 212, no.10, pp. 457-474, 2023.

[31] P.P. Dwivedi and D. K. Sharma, “Assessment of Appropriate Renewable Energy Resources for India using
Entropy and WASPAS Techniques,” Renewable Energy Research and Applications, vol. 5, no. 1, pp. 51-61, 2024.

[32] P.P.Dwivedi and D. K. Sharma, “Selection of combat aircraft by using Shannon entropy and VIKOR method,”
Def. Sci. J., vol. 73, no. 4, pp. 411-419, 2023.

[33] M. A.Yassinetal, “Advancing SDGs : Predicting Future Shifts in Saudi Arabia ’ s Terrestrial Water Storage Using
Multi-Step-Ahead Machine Learning Based on GRACE Data,” 2024.

[34] M. A.Yassin, A. G. Usman, S.1. Abba, D. U. Ozsahin, and I. H. Aljundi, “Intelligent learning algorithms integrated
with feature engineering for sustainable groundwater salinization modelling: Eastern Province of Saudi Arabia,”
Results Eng., vol. 20, p. 101434, 2023.

[35] S. L Abba, A. G. Usman, and S. ISIK, “Simulation for response surface in the HPLC optimization method
development using artificial intelligence models: A data-driven approach,” Chemom. Intell. Lab. Syst., vol. 201,
no. April, 2020.

[36] A. G. Usman et al., “Environmental modelling of CO concentration using Al-based approach supported with
filters feature extraction: A direct and inverse chemometrics-based simulation,” Sustain. Chem. Environ., vol. 2,
p. 100011, 2023.

[37] A. Gbadamosi et al., “New-generation machine learning models as prediction tools for modeling interfacial
tension of hydrogen-brine system,” Int. ]. Hydrogen Energy, vol. 50, pp. 1326-1337, 2024.

[38] I. Abdulazeez, S. I. Abba, J. Usman, A. G. Usman, and I. H. Aljundi, “Recovery of Brine Resources Through
Crown-Passivated Graphene, Silicene, and Boron Nitride Nanosheets Based on Machine-Learning Structural
Predictions,” ACS Appl. Nano Mater., 2023.

[39] B. S. Alotaibi et al., “Sustainable Green Building Awareness: A Case Study of Kano Integrated with a
Representative Comparison of Saudi Arabian Green Construction,” Buildings, vol. 13, no. 9, 2023.

[40] S.I. Abba et al.,, “Integrated Modeling of Hybrid Nanofiltration/Reverse Osmosis Desalination Plant Using Deep
Learning-Based Crow Search Optimization Algorithm,” Water (Switzerland), vol. 15, no. 19, 2023.

[41] S.I. Abba, ]J. Usman, and I. Abdulazeez, “Enhancing Li + recovery in brine mining : integrating next-gen emotional
Al and explainable ML to predict adsorption energy in crown ether-based hierarchical nanomaterials,” pp. 15129-
15142, 2024.

[42] J. Usman, S. I. Abba, N. Baig, N. Abu-Zahra, S. W. Hasan, and I. H. Aljundi, “Design and Machine Learning
Prediction of In Situ Grown PDA-Stabilized MOF (UiO-66-NH2) Membrane for Low-Pressure Separation of
Emulsified Oily Wastewater,” ACS Appl. Mater. Interfaces, Mar. 2024.

[43] S. K. Sehrawat, "Transforming Clinical Trials: Harnessing the Power of Generative Al for Innovation and
Efficiency," Transactions on Recent Developments in Health Sectors, vol. 6, no. 6, pp. 1-20, 2023.

[44] S.K. Sehrawat, "Empowering the Patient Journey: The Role of Generative Al in Healthcare," International Journal
of Sustainable Development Through AL, ML and IoT, vol. 2, no. 2, pp. 1-18, 2023.

[45] S. K. Sehrawat, "The Role of Artificial Intelligence in ERP Automation: State-of-the-Art and Future Directions,"
Transactions on Latest Trends in Artificial Intelligence, vol. 4, no. 4, 2023.

[46] Agussalim, Rusli, A. Rasjid, M. Nur, T. Erawan, Iwan, and Zaenab, "Caffeine in student learning activities," J.
Drug Alcohol Res., vol. 12, no. 9, Ashdin Publishing, 2023.

[47] S.Temara, “Maximizing Penetration Testing Success with Effective Reconnaissance Techniques Using ChatGPT”,
Asian Journal of Research in Computer Science, vol. 17, no. 5, pp. 19-29, 2024.

[48] S. Temara, “The Ransomware Epidemic: Recent Cybersecurity Incidents Demystified”, Asian Journal of
Advanced Research and Reports, vol. 18, no. 3, pp. 1-16, Feb. 2024.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



644

[49] S. Temara, “Harnessing the power of artificial intelligence to enhance next-generation cybersecurity,” World
Journal of Advanced Research and Reviews, vol. 23, no. 2, pp. 797-811,2024.

[50] Agussalim, S. N. Fajriah, A. Adam, M. Asikin, T. Podding, and Zaenab, "Stimulant drink of the long driver lorry
in Sulawesi Island, Indonesia," J. Drug Alcohol Res., vol. 13, no. 3, Ashdin Publishing, 2024.

[51] W.M. Ead, W. F. Abdel-Wahed, and H. Abdul-Kader, "Adaptive fuzzy classification-rule algorithm in detection
malicious web sites from suspicious URLs," International Arab Journal of e-Technology, vol. 3, pp. 1-9, 2013.

[52] M. A. Abdelazim, M. M. Nasr, and W. M. Ead, "A survey on classification analysis for cancer genomics:
Limitations and novel opportunity in the era of cancer classification and target therapies,” Annals of Tropical
Medicine and Public Health, vol. 23, no. 24, 2020.

[53] EF. K. Alsheref, 1. E. Fattoh, and W. M. Ead, "Automated prediction of employee attrition using ensemble model
based on machine learning algorithms,” Computational Intelligence and Neuroscience, vol. 2022, pp. 1-9, 2022.

[54] B. Senapatiand B. S. Rawal, "Adopting a deep learning split-protocol based predictive maintenance management
system for industrial manufacturing operations," in Big Data Intelligence and Computing. DataCom 2022, C. Hsu,
M. Xu, H. Cao, H. Baghban, and A. B. M. Shawkat Ali, Eds., Lecture Notes in Computer Science, vol. 13864.
Singapore: Springer, 2023, pp. 25-38.

[55] B. Senapati and B. S. Rawal, "Quantum communication with RLP quantum resistant cryptography in industrial
manufacturing,” Cyber Security and Applications, vol. 1, 2023, Art. no. 100019.

[56] B.Senapati et al., "Wrist crack classification using deep learning and X-ray imaging," in Proceedings of the Second
International Conference on Advances in Computing Research (ACR24), K. Daimi and A. Al Sadoon, Eds.,
Lecture Notes in Networks and Systems, vol. 956. Cham: Springer, 2024, pp. 72-85.

[57] S.Banala, “The Future of IT Operations: Harnessing Cloud Automation for Enhanced Efficiency and The Role of
Generative Al Operational Excellence,” International Journal of Machine Learning and Artificial Intelligence, vol.
5, no. 5, pp. 1-15, Jul. 2024.

[58] S.Banala, "DevOps Essentials: Key Practices for Continuous Integration and Continuous Delivery," International
Numeric Journal of Machine Learning and Robots, vol. §, no. 8, pp. 1-14, 2024.

[59] M. R. M. Reethu, L. N. R. Mudunuri, and S. Banala, “Exploring the Big Five Personality Traits of Employees in
Corporates,” FMDB Transactions on Sustainable Management Letters, vol. 2, no. 1, pp. 1-13, 2024.

[60] S.Banala, “The Future of Site Reliability: Integrating Generative Al into SRE Practices,” FMDB Transactions on
Sustainable Computer Letters, vol. 2, no. 1, pp. 14-25, 2024.

[61] S.Banala, Identity and Access Management in the Cloud, International Journal of Innovations in Applied Sciences
& Engineering, vol. 10, no. 1S, pp. 60-69, 2024.

[62] P. P. Chauhan, D. Y. Patel, and S. K. Shah, "Optimization of Stability Indicating RP-HPLC method for The
Estimation of an Antidepressant Agents Alprazolam and Imipramine in Pure & Pharmaceutical Dosage Form,"
Eurasian Journal of Analytical Chemistry, vol. 11, no. 2, pp. 101-113, 2016.

[63] R.Parmar, N. Kalal, J. Patel, and P. Chauhan, "Fabrication of Eucalyptus Oil-loaded Ciprofloxacin Hydrochloride
Topical Films for Enhanced Treatment of Post-Operative Wound Infection," Anti-Infective Agents, vol. 22, no. 1,
pp. 66-76, 2024.

[64] P.Chauhan, R. Parmar, and A. Tripathi, "Development and validation of a stability indicating LC method for the
analysis of chlordiazepoxide and trifluoperazine hydrochloride in the presence of their degradation products,”
ACTA Pharmaceutica Sciencia, vol. 62, no. 2, pp. 312-332, 2024.

[65] R.Parmar, M. M. Salman, and P. Chauhan, "Fabrication of Cefixime Nanoparticles Loaded Films and their Ex
Vivo Antimicrobial Effect on Periodontitis Patient’s Saliva," Pharmaceutical Nanotechnology, vol. 9, no. 5, pp.
361-371, 2021.

[66] R.Parmar, P. Chauhan, J. Chavda, and S. Shah, "Local Delivery of Chitosan Strips Carrying Ornidazole-Loaded
Ethyl Cellulose Micro-Particles for the Enhanced Treatment of Periodontitis,” Journal of Chemical and
Pharmaceutical Research, vol. 9, no. 6, pp. 193-201, 2017.

[67] R. Parmar, P. Chauhan, J. Chavda, and S. Shah, "Formulation and evaluation of cefixime strips for chronic
periodontal treatment," Asian Journal of Pharmaceutics (AJP), vol. 10, no. 4, 2016.

[68] P.Chauhan, F. Tandel, and R. Parmar, "A Simplex-Optimized Chromatographic Separation of Phytoconstituents
in Cardioprotective Polyherbal Formulation and Crude Drugs," Asian Journal of Pharmaceutics, vol. 15, no. 4,
pp. 441-447, 2021.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



645

[69] R. Parmar and P. Chauhan, "Potentiating Antibacterial Effect of Locally Deliver Caffeine Nanoparticles on
Systemically Used Antibiotics in Periodontal Treatments," Asian Journal of Pharmaceutics, vol. 14, no. 2, pp. 229-
235, 2020.

[70] S.K. Suvvari, "Ensuring security and compliance in agile cloud infrastructure projects,” Int. J. Comput. Eng., vol.
6, no. 4, pp. 54-73, 2024.

[71] S. K. Suvvari, "Building an architectural runway: Emergent practices in agile methodologies," Int. J. Sci. Res.
(IJSR), vol. 13, no. 9, pp. 140-144, 2024.

[72] S.K. Suvvariand V. D. Saxena, "Innovative approaches to project scheduling: Techniques and tools," Innov. Res.
Thoughts, vol. 10, no. 2, pp. 133-143, 2024.

[73] S. K. Suvvari, "The role of leadership in agile transformation: A case study," J. Adv. Manag. Stud., vol. 1, no. 2,
pp- 3141, 2024.

[74] S. K. Suvvari, "The role of emotional intelligence in project leadership: A study," Innov. Res. Thoughts, vol. 10,
no. 1, pp. 157-171, 2024.

[75] S. K. Suvvari and V. D. Saxena, "Stakeholder management in projects: Strategies for effective communication,"
Innov. Res. Thoughts, vol. 9, no. 5, pp. 188-201, 2023.

[76] Ali and S. K. Suvvari, "Effect of motivation on academic performance of engineering students: A study in
Telangana, India," Int. ]. Eng. Res. Manag. Stud. (IJERMS), vol. 6, no. 12, pp. 1-5, 2023.

[77] S. K. Suvvari and V. D. Saxena, "Effective risk management strategies for large-scale projects,” Innov. Res.
Thoughts, vol. 9, no. 1, pp. 406—420, 2023.

[78] S.K. Suvvari, "Managing project scope creep: Strategies for containing changes," Innov. Res. Thoughts, vol. 8, no.
4, pp- 360-371, 2022.

[79] S. K. Suvvari, "Project portfolio management: Best practices for strategic alignment," Innov. Res. Thoughts, vol.
8, no. 4, pp. 372-385, 2022.

[80] S.K. Suvvari, "The impact of agile on customer satisfaction and business value," Innov. Res. Thoughts, vol. 6, no.
5, pp. 199-211, 2020.

[81] S. K. Suvvari, "An exploration of agile scaling frameworks: Scaled agile framework (SAFe), large-scale scrum
(LeSS), and disciplined agile delivery (DAD)," Int. J. Recent Innov. Trends Comput. Commun., vol. 7, no. 12, pp.
9-17, 20109.

[82] S.K.Suvvari, B. Anjum, and M. Hussain, "Key factors impacting the e-learning effectiveness for computer science
students: An empirical study," Webology, vol. 17, no. 4, pp. 837-847, 2020.

[83] Ali, M. Ahmad, S. Nawaz, T. Raza, and S. K. Suvvari, "An effective structure for data management in the cloud-
based tools and techniques," J. Eng. Sci., vol. 15, no. 4, pp. 215-228, 2022.

[84] P.Chauhan, K. Bhanushali, and R. Parmar, "Design of Experiment-Driven Stability Indicating RP-HPLC Method
for Simultaneous Estimation of Tetracaine Hydrochloride and Oxymetazoline Hydrochloride," Bulletin of
Environment, Pharmacology and Life Sciences, vol. 22, no. 1, pp. 181-196, 2023.

[85] H.D. Gelani, P. P. Chauhan, and S. K. Shah, "Practical Implication of Chromatographic Method for Estimation of
Aceclofenac and Pregabalin in Bulk and Pharmaceutical Dosage Forms," Chromatography Research
International, vol. 2014, no. 1, pp. 643027, 2014.

[86] H. D. Gelani, P. P. Chauhan, and S. K. Shah, "Quantification of Aceclofenac and Pregabalin in Pharmaceutical
Formulations using Nucleophilic Aromatic Substitution Reactions," International Journal of Pharmaceutical
Sciences and Nanotechnology (IJPSN), vol. 8, no. 2, pp. 2823-2827, 2015.

[87] P. Chauhan, R. Parmar, and N. J. Shah, "Stability Indicating RP-HPLC Method for the Determination of Niacin
and Lovastatin In Bulk Drug and Tablet Formulation," American Journal of Pharmtech Research, vol. 4, no. 2, pp.
548-561, 2014.

[88] N.T. Jinal, D. A. Pumbhadiya, C. P. Payal, and S. K. Shah, "An Isocratic RP-HPLC Method for Simultaneous
Analysis of Ilaprazole and Domperidone in Pharmaceutical Formulation," Asian Journal of Pharmaceutical
Research, vol. 8, no. 1, pp. 1-5, 2018.

[89] G. Patel, P. Chauhan, and S. Shah, "Simultaneous estimation of gatifloxacin and flurbiprofen sodium in
ophthalmic formulation by UV-Spectrophotometric method," Journal of Chemical and Pharmaceutical Research,
vol. 6, no. 7, pp. 96-101, 2014.

[90] V.D.Rohit, J. Tandel, P. Chauhan, and S. Shah, "A novel stability indicating RP-HPLC method development and
validation for estimation of Phenylephrine hydrochloride and Bromhexine hydrochloride in their tablet dosage
form," Journal of Current Pharma Research, vol. 6, no. 3, pp. 1860-1876, 2016.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



646

(91]

[92]

(93]

[94]
(93]

[96]

(971

(98]

[99]

P. Chauhan, B. Patel, and S. Shah, "Sensitive RP-HPLC method for estimation of atropine sulphate and
dexamethasone sodium phosphate in ophthalmic formulation," Current Pharma Research, vol. 6, no. 1, pp. 1763-
1769, 2016.

R.J. Patel, P. P. Chauhan, and S. K. Shah, "Quantification of ketorolac and fluorometholone by RP-HPLC method
in ophthalmic formulation," Inventi Rapid: Pharm Analysis & Quality Assurance, vol. 2014, no. 3, pp. 1-6, 2014.
P. Gopi, C. Payal, and S. Samir, "Application of RP-HPLC method for simultaneous estimation of Gatifloxacin
and Flurbiprofen Sodium in ophthalmic formulation,” American Journal of PharmTech Research, vol. 4, no. 2,
pp- 658-668, 2014.

T. K. Lakshmi and J. Dheeba, "Classification and Segmentation of Periodontal Cyst for Digital Dental Diagnosis
Using Deep Learning," Computer Assisted Methods in Engineering and Science, vol. 30, no. 2, pp. 131-149, 2023.
T. K. Lakshmi and ]. Dheeba, "Digital Decision Making in Dentistry: Analysis and Prediction of Periodontitis
Using Machine Learning Approach,” International Journal of Next-Generation Computing, vol. 13, no. 3, 2022.
T. K. Lakshmi and ]J. Dheeba, "Digitalization in Dental Problem Diagnosis, Prediction and Analysis: A Machine
Learning Perspective of Periodontitis," International Journal of Recent Technology and Engineering, vol. §, no. 5,
pp. 67-74, 2020.

T. K. Lakshmi and J. Dheeba, "Predictive Analysis of Periodontal Disease Progression Using Machine Learning:
Enhancing Oral Health Assessment and Treatment Planning," International Journal of Intelligent Systems and
Applications in Engineering, vol. 11, no. 10s, pp. 660-671, 2023.

Selarka, V. Tarsariya, P. V. Manek, A. Ashem, and S. Sulaga, “A study on relationship of body mass index (BMI)
and recurrent aphthous ulcer,” J. Res. Adv. Dent., vol. 10, no. 2, pp. 285-292, 2020.

S. Singh, V. Singh, S. Sharma, C. Patel, A. K. Shahi, and V. Mehta, “Patterns and determinants of primary tooth
extraction in children: A study in an Indian tertiary care dental setting,” ]J. Pharm. Bioallied Sci., vol. 16, Suppl. 3,
pp. S52324-52326, Jul. 2024.

Central Asian Journal of Medical and Natural Science 2026, 7(1), 631-646. https://cajmns.centralasianstudies.org/index.php/CAJMNS



