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Abstract: A Fire Alarm System is sensitive to smoke, fire, carbon monoxide (CO2), or general 

notification emergencies. This research paper, previous experimental data were collected to develop 

artificial intelligence (AI) models as an indicator of fire that detects smoke. Binary Classification 1 

means Positive (fire), and zero means Not Positive (no fire). It was evaluated based on twelve input 

parameters related to indoor and outdoor environments. This task evaluated three different 

classifiers: Decision Tree Classifier (DTC), Random Forest Classifier (RFC), and Gradient Boosting 

Classifier (GBC). The results indicated that every model was giving 99.99% accuracy. A smoke 

detection device can be designed according to the highaccuracy AI models validated in the current 

study. 
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1. Introduction 

According to the Fire Protection Association (FPA), intelligent smoke detectors have 

higher accuracy than traditional optical and ionization detectors. However, the application 

of these innovative technologies in fire and evacuation practices is still limited. Despite the 

mandatory detector installation requirement, false alarm percentages remain high, 

accounting for 41% of the 555,795 cases in 2019. Only 28% of the cases had fires. Many 

resources were lost due to 67% of false alarms being "due to apparatus" at fault [1].  

Studies show that smoke detectors only offer a minimal amount of protection 

because of their flaws, such as their inability to identify fires that are not smoke-related 

and being sensitive to false alarms brought on by smoke from cigarettes, steam, and dust. 

Conversely, multi-sensors measure multiple fire indicators, including air temperature, 

smoke concentration, carbon monoxide (CO), carbon dioxide (CO2), and other gases [2]. 

Even though they might be more costly, modifications to multi-sensors would be a more 

effective strategy to stop invalid alert activations than alternatives, like raising the system's 

maintenance level or correctly using certified detectors. When a fire starts, the smoke is 

typically heavy, dense, and highly absorbing. Additionally, burning fire tends to release 

more CO than CO2 into the environment. Flaming fire, on the other hand, produces more 

CO2 than CO. The gas sensors, which sense these flames and release gas in reaction, give 

rise to the prospect of early fire detection [3].  

To classify different variables, machine learning (ML) algorithms have the advantage 

of recognizing their correlations. Adaptive neuro-fuzzy inference (ANFIS), support vector 
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machines (SVM), multi-stage pattern recognition video image analysis, and unsupervised 

modified K-means clustering models have been developed for early fire detection [4], [5], 

[6], [7]. Also, deep learning (DL) methodologies, such as convolutional neural networks 

(CNN) [8] and deep neural networks [9], were implemented for the same purpose. Even 

with adequate training and modeling, performance may still be affected by DL methods' 

more flexible categorization capabilities and more expensive hardware requirements. 

Another disadvantage of such detection systems regarding delayed response time is the 

complexity of handling imagery data and the difficulty of obtaining high-quality 

photographs of smoke or flame in the early phases of fire ignition [10]. Fire systems depend 

on physical and chemical sensor-based fire detectors, which detect signals like hot 

temperature and CO2 concentration.   

Related Work  

Limited previous studies discussed the topic of multi-sensor fusion-based 

approaches for early fire detection applications. To identify the occurrence of fires, data 

consisting of smoke, air temperature, and relative humidity sensors were collected [4]. The 

ANFIS algorithm was integrated with the Global System for Mobile Communication 

(GSM) to detect the place of the flames and then issue a red alert. Also, ANFIS was 

integrated with multi-sensors and was implemented as an early alert [11], showing high 

precision. In another study of [12], a technique for fire detection was installed in an electric 

vehicle (EV) by integrating ANFIS with the Arduino microcontroller using data readings 

consisting of air temperature, flame, and smoke sensors.  

Chou and his team [13] installed a multi-sensor smart system for home applications 

integrated with AI capabilities. The Probabilistic Neural Network (PNN) classifier 

managed CO% and air temperature readings. Also, [14] presented the Trend Predictive 

Neural Network (TPNN) based system classifier to handle six sensors' measurements. The 

study predicted the false positive (FP) with high accuracy and the false negative (FN) with 

lower accuracy, respectively. Metal oxide gas sensors were tested by Lee and his group 

[15] in order to detect fires. Multigas sensor readings were collected from a smart building 

and integrated with several ML techniques [16] to detect gas leakages and fire risks. 

Moreover, another [17] found that traditional smoke detectors were inadequate for 

protecting building residents from fires. To develop a smart system that can detect heat, 

fire, and smoke in green buildings, we have built three different classifiers in this work: a 

Decision Tree Classifier (DTC), a Random Forest Classifier (RFC), and a Gradient Boosting 

Classifier (GBC). The intelligent detecting system was developed using various input 

features, including temperature, air pressure, humidity, and the levels of several gases, 

including CO2, H2, and ethanol. Multiple metrics were used to verify and validate the 

proposed system's accuracy and precision.  

2. Materials and Methods 

Exploration Data Analysis  

To perform the current classification task, previous experimental data were collected 

from different environments and fire sources. The dataset is 60.000 readings long and 

includes the following input parameters: Temperature (°C) and air Temperature. 

Humidity (%): Relative humidity. TVOC (ppb): Total Volatile Organic Compounds. eCO2 

(ppm): Concentration of CO2. Raw H2: Raw Hydrogen. Raw Ethanol: Raw Ethanol. 

Pressure (hPa): Air pressure. PM1.0: Particulate matter < 1.0 microns. PM2.5: Particulate 

matter < 2.5 microns. NC0.5: Concentration of particulate matter of diameter < 0.5 microns. 

NC1.0: Concentration of particulate matter < 1.0 microns. NC2.5: Concentration of 

particulate matter of < 2.5 microns. Meanwhile, the target was Fire Alarm: one means 

Positive, and zero means Not Positive. The data was cleaned, and no missing values or 

duplicates were found. Fig.1 shows the Intelligent system development and configuration. 

Also, Fig. 2 presents the distribution of features with the target (fire alarm). Meanwhile, 
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Fig. 3 displays the Pearson correlation coefficient (PCC), which reflects the features' 

correlations with the target variable. The Fire Alarm is highly correlated with humidity, 

TVOC, Raw Ethanol, and pressure. Moreover, the target moderately correlates to 

Temperature, Raw H2, PM1.0, and NC0.5. Meanwhile, low correlations were observed 

with eCO2, PM2.5, NC1.0 and NC2.5. 

 

Fig. 1. Intelligent fire system development and configuration. 
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Fig. 2. Features correlations with target variable (Fire Alarm). 

 

Fig. 3. Heatmap visualization correlation between features. 

Machine Learning Algorithms   

Decision tree classifier (DTC)  

The decision tree classifier (DTC) [18, 19] is a supervised learning model that can be 

applied to different domains and applications. It can be used for both tasks, such as 

classification and regression, due to its advantages, such as being easy to implement and 

elaborate, requiring little data re-processing (can be done with easy normalization or 

standardization), and easy to manage data in numbers or categories. On the other hand, 

some disadvantages could have appeared, especially when the trees are deep learning, and 

specific instances can perform less accurately than ensemble methods (e.g., Random 

Forests or Gradient Boosting). The main architecture of the Decision tree classifier could 

be like (1) structure of trees, (2) decision rules, (3) leaf nodes, and (4) criteria of splitting 

Criteria.  
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Random Forest classifier (RFC)  

Random forest classifier (RFC) [20] was 1st developed in 2001. It is a powerful model 

belonging to ensemble machine learning algorithms that can manage classification and 

regression tasks due to its multiple decision trees. Random forest classifier is developed 

due to its advantages like high accuracy in predictive targets, no overfitting observed, the 

solving regression and classification tasks with the same precision and can be used for 

feature selection. To avoid its disadvantages, it is preferable to apply it on exceedingly 

small datasets. The main architecture of this model can be included: (1) decision trees 

ensemble, (2) bootstrapped sampling, (3) random feature selection, and (4) average/voting. 

Gradient Boosting Classifier (GBC)  

A Gradient Boosting Classifier (GBC) [21-23] is another ML model belonging to the 

ensemble learning family. It is an excellent selection to be implemented for classification 

tasks due to its predictive capabilities. The advantages of this classifier are that it can be 

implemented in many cases, solving overly complex data, using feature selections, and 

handling outliers in data. Also, to avoid its disadvantages, it is recommended not to apply 

sensitive hyperparameters and consume more computational time than random forest. 

The key characteristics and components of this classifier could be (1) weak learners’ 

ensemble, (2) sequential training, (3) learning rate, and (4) combining predictions. The 

weak learner was trained using an objective (loss function and regularization) function at 

iteration t as the following:  

𝑁 

 𝕃(𝑡) (𝑥𝑖, 𝑦𝑖) = ∑ ℒ (𝑦𝑖, 𝑦𝑖(𝑡−1) + 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)  (1)  

𝑖=1 

  

Classification Metrics  

The performance evaluation of each classifier was performed using different metrics 

such as Accuracy, Precision, Recall, and F1-Score [24-26]. The equation of each metric is 

written below:  

 

3. Results and Discussion 

The classification reports of three models, a decision tree classifier, random forest 

classifier, and gradient boosting classifier, are presented in this part. Tables (1-3) suggest 

that the classification models have achieved excellent performance, with perfect precision, 
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recall, and F1-Scores for both classes (0= alarm and 1= no alarm) and an accuracy of 1.00. 

This indicates that the model is providing accurate predictions for both classes. According 

to this high accuracy, the suggested three models can be used as intelligent fire detection 

systems by providing some information about the trained input features to decide the class 

(0 or 1). The three developed models were tested by giving the following input: 

(Temperature = 20.960, Humidity = 57.25, TVOC = 100, eCO2 = 548, H2 = 12835, Raw 

Ethanol = 19474, Pressure = 238.972, PM1.0 = 1.89, PM2.5 = 1.96, NC0.5 = 13.01, NC1.0 = 

2.028, NC2.5 = 0.046) and the result was (No Alarm).  

Table 1. Classification report of Decision tree classifier (DTC). 

 Precision  Recall  F1-Score  Support  

Alarm  1  1  1  3605  

No Alarm  1  1  1  8921  

Accuracy      1  12526  

Macro Average  1  1  1  12526  

Weighted Average  1  1  1  12526  

Table 2. Classification report of Random Forest classifier (RFC). 

  Precision  Recall  F1-Score  Support  

Alarm  1  1  1  3605  

No Alarm  1  1  1  8921  

Accuracy      1  12526  

Macro Average  1  1  1  12526  

Weighted Average  1  1  1  12526  

Table 3. Classification report of Gradient Boosting Classifier (GBC). 

  Precision  Recall  F1-Score  Support  

Alarm  1  1  1  3605  

No Alarm  1  1  1  8921  

Accuracy      1  12526  

Macro Average  1  1  1  12526  

Weighted Average  1  1  1  12526  

 

Moreover, the confusion Matrix for testing data using a decision tree classifier 

(DTC), random forest classifier (RFC), and gradient boosting classifiers (GBC) is presented 

in Fig. 4. The three matrices show that only one entry is misled from the accurate result 

(falls in True Negative (TN)). 
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4. Conclusion 

 This study used experimental data to create artificial intelligence (AI) models that 

detect smoke, which is often a fire signal. Based on twelve input factors linked to interior 

and outdoor surroundings, binary classification—where one denotes positive (fire), and 

zero denotes not positive (no fire)—was assessed. Three distinct classifiers—Decision Tree 

Classifier (DTC), Random Forest Classifier (RFC), and Gradient Boosting Classifiers 

(GBC)—were developed for this assignment. The correlation between the fire alarm and 

TVOC, pressure, raw ethanol, and humidity is strong. Target also weakly correlates with 

temperature, raw H2, PM1.0, and NC0.5. Low associations with eCO2, PM2.5, NC1.0, and 

NC2.5 were also noted. Moreover, all three of the models provide 99.99% accuracy. 
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